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A B S T R A C T

Since many years food engineers have attempted to describe physical phenomena such as heat and mass transfer that occur in food during unit operations by means of mathematical models. Foods are hierarchically structured and have features that extend from the molecular scale to the food plant scale. In order to reduce computational complexity, food features at the fine scale are usually not modeled explicitly but incorporated through averaging procedures into models that operate at the coarse scale. As a consequence, detailed insight into the processes at the microscale is lost, and the coarse scale model parameters are apparent rather than physical parameters. As it is impractical to measure these parameters for the large number of foods that exist, the use of advanced mathematical models in the food industry is still limited. A new modeling paradigm – multiscale modeling – has appeared that may alleviate these problems. Multiscale models are essentially a hierarchy of sub-models which describe the material behavior at different spatial scales in such a way that the sub-models are interconnected. In this article we will introduce the underlying physical and computational concepts. We will give an overview of applications of multiscale modeling in food engineering, and discuss future prospects.
1. Introduction

Since the early work of Ball (1923) to model heat transfer during sterilization, food engineers have attempted to develop mathematical models of food processes, either for improving their understanding of the physical phenomena that occur during food processing, or for designing new or optimizing existing food processes (Datta, 2008; Perrot et al., 2011; Sablani et al., 2007). Depending on the complexity, different modeling approaches are used that can range from being completely observation-based to completely physics-based: simple relationships between variables such as sweetness as perceived by a human expert and the sugar content of the food are typically described using polynomial models; variables that vary as a function of time, such as the inactivation of micro-organisms during pasteurization, are modeled using ordinary differential equations; and variables that depend on both time and space, such as the temperature and moisture field inside a potato chip during frying are described by means of partial differential equations of mathematical physics (for a more extensive review of these and other modeling concepts, see Datta, 2008; Perrot et al., 2011; Sablani et al., 2007). The latter are difficult to solve: except for trivial geometries and boundary conditions usually no closed form analytical solution is known, and numerical techniques are required to compute an approximate solution of the governing equations. Finite element and finite volume methods are amongst the most popular numerical methods for solving partial differential equations, and several computer codes are commercially available for solving problems such as conduction and convective heat transfer, (visco)elastic deformation, fluid flow and moisture diffusion (e.g., ANSYS (http://www.ansys.com), Comsol Multiphysics (http://www.comsol.com), Abaqus (http://www.simulia.com)). All commercial codes have preprocessing facilities that allow defining complicated geometries, and most of them can be adapted to the needs of the process engineer through user routines. As often physical processes are inherently coupled, e.g., heat and mass transfer, hygro- or thermoelastic deformation, many of these codes also provide so-called multiphysics capabilities.

A mathematical model is only complete when the boundary conditions are specified and the material properties are known. Boundary conditions are either imposed or are design variables to be optimized; material properties need to be known in advance. As engineers in other disciplines often work with a limited number of materials, commercial codes typically include libraries of material properties that are sufficient for many engineering applications. However, this is not the case for food engineering: not only is the number of different foods vast, recipes vary and new foods are created every day. While engineering properties have been measured carefully for a variety of common foods (see, e.g., Rao et al., 2005; Sahin and Sumnu, 2006), for the majority of foods this is not the case. Many food engineers have, therefore, attempted to predict properties based on chemical composition and microstructure. Especially the latter typically has a large effect on the physical behavior of the food. The many correlations that express the thermal conductivity as a function of the food composition and microstructure are a good example (Becker and Fricke, 1999; Fikiin and Fikiin, 1999; van der Sman, 2008). The correlations often rely on assumptions that are non-trivial. For example, the direction of heat flow compared to the microstructural organization of the food (parallel, perpendicular, or a mixture of both) has a large effect on the estimation of the thermal conductivity: while for some products such as meat this is often obvious, for other products this is far less clear. Other authors have used averaging procedures: they first derived governing equations that took into account often simplified microstructural features, and then averaged them spatially to obtain equations that contained effective or apparent material properties that embodied microstructural features (e.g., Datta, 2007a,b; Ho et al., 2008; Whitaker, 1977). The process design is then entirely based on the latter equations without further reference to the microstructure. Another approach is to solve the governing model at the resolution of the underlying microstructure. However, in order to predict variables at the food process scale this would require computer resources that are far beyond the current capabilities. Also, materials are hierarchically structured: beyond the microscale there are probably further relevant layers of complexity with an ever increasing resolution, making the problem even more difficult to solve.

A new modeling paradigm, called multiscale modeling, has emerged in other branches of science and engineering to cope with this. Multiscale models are basically a hierarchy of sub-models which describe the material behavior at different spatial scales in such a way that the sub-models are interconnected. The advantage is that they predict macroscale behavior that is consistent with the underlying structure of matter at different scales while not requiring excessive computer resources. Also, while incorporating smaller scales into the model, less assumptions are required for the material properties, which tend towards physical constants that are well known, or constitutive equations at the expense of increasing the geometrical complexity. Finally, the effect of macroscale behavior on microscale phenomena can be evaluated as well.

In this article we will discuss the potential of multiscale modeling in food process engineering. The focus will be on multiscale behavior in the spatial domain rather than in the time domain, although both are coupled: events at very small scales (e.g., molecular collisions) typically occur in very short time intervals, whereas time constants for macroscopic events at the process scale (e.g., heat transfer in a can) are much larger. Multiscale phenomena in the time domain are usually dealt with by uncoupling equations based on time constant considerations, adaptive time stepping schemes or stiff systems solvers.

The article is organized as follows. We will first discuss some experimental techniques that can be used to obtain geometrical
models of the food at different spatial scales, with an emphasis on X-ray computed tomography at different resolutions. We will then shortly discuss some physical processes in food engineering that are well suited for multiscale modeling. We will show that multiscale problems may include different physics: at very small scales the continuum hypothesis breaks down and discrete simulation methods are required. We will pay particular attention to connecting the different scales, especially when different types of physics are involved. Finally we will discuss some examples of multiscale modeling in food process engineering and give some guidelines for future research.

2. Multiscale structure of foods

2.1. Definitions

According to the Merriam-Webster online dictionary (Anonymous, 2012), structure is ‘something arranged in a definite pattern of organization’, or ‘the arrangement of particles or parts in a substance or body’. In most materials including foods, structure spans many scales. For example, an apple consists of different tissues (epidermis, inner and outer cortex, vascular tissue) that are the constituent elements of its structure (Fig. 1). If we observe a tissue with a light microscope, its cellular nature reveals itself. Further, cells have features such as cell walls, plastids that are at least an order of magnitude smaller. These features can further be decomposed into their constituent biopolymers at dimensions of the order of 1 nm. At the other side of the scale, apples can be put in boxes, and boxes in cool stores with a typical characteristic length of 10 m. Physical phenomena such as moisture loss – an important variable of concern in the design of cool stores – occur at all scales mentioned, thereby spanning 10 orders of magnitude. Foods are thus truly multiscale materials.

Changes in the structure of the food at the microscale or beyond during storage and processing can be significant and affect the macroscopic appearance, quality and perception of food (Aguilera,

Fig. 1. Multiscale aspects of moisture loss during apple storage. The length scale indicated on the arrow is in meter.

Fig. 2. (a) Imaginary food consisting of a stack of identical particles; (b) plane intersecting the stack mimicking an optical slice; (c) 2-D image of the cross section of this plane with the stack. Although the diameter of all particles is equal, that of the circles obtained where the plane intersects the spheres is not.
Due to the complexity of this multiscale structure of foods, straightforward methodologies that link its macroscale properties to changes of the microscale features do not exist today, as opposed to many engineering materials with a well-ordered microstructure, for which the relationship with macroscopic properties can be easily understood based on fundamental physics. Multiscale models can serve this purpose.

For further use in this article we will now define the following (to some extent arbitrary) scales:

- **Food plant scale** (1–10⁴ m): the scale of food plant equipment, including retorts, cool stores, extruders, UHT units etc.
- **Macroscale** (10⁻⁴–10⁰ m): discrete foods or food ingredients that can be observed and measured by the naked eye, from a single wheat grain to a baguette
- **Microscale** (10⁻⁶–10⁻² m): food features such as air pores, micro capillaries, cells, fibers that need light microscopy to be visualized
- **Mesoscale** (10⁻⁷–10⁻⁶ m): food structures such as cell walls and emulsions
- **Nanoscale** (10⁻⁹–10⁻⁷ m): food biopolymers

Obviously this terminology is somewhat arbitrary and scales may overlap in practice. Some authors use the term microscale for everything that is smaller than the macroscale. In this article, we will also use the terms coarse and fine scale when only relative dimensions are important.

### 2.2. Imaging methods

A first step in multiscale modeling is often to visualize the structure of foods at multiple scales and to construct a geometric model that can be used for further analyses. Several techniques are available, including CCD cameras, optical microscopy in the visual and (near)-infrared wavelength range of the electromagnetic spectrum, transmission and scanning electron microscopy, atomic force microscopy. These techniques are well known and the reader is referred to the literature for more details (Aguilera, 2005; Russ, 2004). However, the majority of these techniques produce geometrical information that is essentially 2-D. In many cases this is not sufficient. Consider, for example, an imaginary food consisting of a stack of identical particles (Fig. 2a). If we take a cross section with random orientation through the stack simulating what we would do in preparing a slice for light microscopy (Fig. 2b), we obtain a collection of circles with various unequal radii (Fig. 2c). This would, wrongly, suggest that the food is composed of differently sized particles. Further, the porosity would also depend on the orientation of the cross section. The most important artifact, however, would be that there are 2-D cross sections in which all pores are unconnected, while in 3-D there is a full connectivity. This would have, for example, major consequences on our understanding of mass transport phenomena through the pore space. We will, therefore, discuss only methods that provide 3-D images of foods that can be converted to solid models appropriate for numerical discretization of multiphysics models. More specifically, we will focus on X-ray computed tomography, optical methods and magnetic resonance imaging.

#### 2.2.1. X-ray computed tomography and related methods

X-ray computed tomography (CT) was developed in the late 1970s to visualize the internal structure of objects non-destructively. These first, mainly medical, CT scanners had a pixel resolution in the order of 1 mm. In the 1980s, after some technological advances towards micro-focus X-ray sources and high-tech detection systems, it was possible to develop a micro-CT (or μCT) system with nowadays a pixel resolution 1000 times better than the medical CT scanners. The technique of X-ray (micro)-CT is based on the interaction of X-rays with matter. When X-rays pass through an object they will be attenuated in a way depending on the density and atomic number of the object under investigation and of the used X-ray energies. By using projection images obtained from different angles a reconstruction can be made of a virtual slice through the object. When different consecutive slices are reconstructed, a 3-D virtual representation of the object can be obtained, which provides qualitative and quantitative information about its internal structure. Such information is useful for numerical analysis of these porous structures: it can be used to generate geometric CAD models for numerical analysis based on a parametric description of the geometry of the material (e.g., porosity, pore distribution), or by directly using the 3-D images for generation of such models (Mebatsion et al., 2008; Moreno-Atanasio et al., 2010). The reconstructed 3-D volume is typically a data stack of 2-D images with sizes up to several Gigabytes for one CT scan. X-ray CT is the only technology to date that covers a large range of scales – currently from about 200 nm up to 20 cm and more.

Several examples of X-ray CT for food are discussed by Falcone et al. (2006). X-ray micro-CT has been successfully used to visualize, amongst others, foams (Lim and Barigou, 2004), bread (Falcone et al., 2004), apple (Mendoza et al., 2007), processed meat (Frisullo et al., 2010) and coffee (Frisullo et al., 2012).

Rather recently, lab-based nano CT systems have been introduced opening up a new era in X-ray imaging with a spatial resolution below 1 micrometer (Hirakimoto, 2001), even down to some hundreds of nanometers. Realizing submicron pixel sizes requires increased performance of the X-ray source, rotation stage and X-ray detector. Before, submicron resolutions could only be obtained at synchrotron X-ray facilities, which are not that readily accessible for researchers. Synchrotron radiation micro-CT with submicron resolution has been applied successfully to foods such as apple and pear (Verboven et al., 2008). In Fig. 3 an image of a foam obtained with a bench top nano CT machine is shown at 500 nm resolution.

Even higher resolutions of up to 15 nm are possible with soft X-ray tomography. Soft X-rays are typically produced by synchrotrons or laser-produced plasma’s. Soft X-ray tomography has been
used for visualizing cellular architecture (Larabell and Nugent, 2010) but has limited penetration depth (typically < 10 μm). Similar to X-ray tomography and microscopy, electron tomography uses a tilted stage in combination with a transmission electron microscope to acquire transmission images at various angles that are then reconstructed to a 3-D model with a resolution down to 5–20 nm. As far as the authors are aware of there are no applications in food science yet.

2.2.2. Optical methods

In confocal laser scanning microscopy, points are illuminated one by one by a laser, and the fluorescence is measured through a pinhole to eliminate out of focus light. The object is scanned point by point, and 3-D images may be constructed by moving the focal plane inside the object. However, the penetration depth is limited to a few hundred micrometers or less, depending on the optical properties of the specimen and the actual optical setup (Centonze and Pawley, 2006). Optical Coherence Tomography (OCT) is a relatively recent contactless high-resolution imaging technique, which has been introduced for biomedical diagnostics applications such as the detection of retinal diseases. In OCT, the sample is typically illuminated with light in the near infrared. The backscattered and reflected photons from the sample are collected and brought to interfere with a reference beam. From the interference pattern the location of the scattering sites within the sample can be determined. The penetration depth is several times higher than that obtained with, e.g., confocal microscopy. Since OCT detects inhomogeneities in the refractive index of materials, the images it produces are complementary to those obtained with, e.g., X-ray CT where the contrast is related to the density distribution. Meglinski et al. (2010) used OCT to monitor defects and rots in onion.

2.2.3. Magnetic resonance imaging

In magnetic resonance imaging (MRI), magnetic nuclei such as protons are aligned with an externally applied magnetic field. This alignment is subsequently perturbed using an alternating magnetic field and this causes the nuclei to produce a rotating magnetic field detectable by the scanner. The signal is spatially encoded using magnetic field gradients and is afterwards reconstructed into a 3-D image (Hills, 1995). MRI is particularly suitable for high water content foods. Typical spatial resolutions are 10–50 μm (slice thickness 100–1000 mm) and thus considerably less than X-ray micro and nano CT, but the contrast is usually much better in biological tissues and different substances (water, oil, sugar) can be distinguished (Clark et al., 1997). MRI has been used to visualize internal quality defects of fruit such as voids, worm damage or bruising and their variation over time (Chen et al., 1989; McCarthy et al., 1995; Lammertyn et al., 2003), meat structure (Collewe et al., 2005), bread microstructure (Ishida et al., 2001) and a plethora of other applications, but its main power is in 3-D mapping of transport of heat and mass in foods (e.g., Verstreken et al., 1998; Nguyen et al. 2006, Rakesh et al., 2010; Seo et al., 2010 and those for multiphase. Since multiphase models, particularly when the solid phase is included, can cover the vast number of food processes, discussion in this section will be restricted to multiphase porous media-based transport models. The multiphase porous media-based approach at the macroscale incorporating averaged material properties appears to be the most popular among the detailed mechanistic approaches to model food processes. It has been used to model a number of food processes, including drying (Lamnatou et al., 2010), rehydration (Weerts et al., 2003), baking (Ni and Datta, 1999; Zhang et al., 2005), frying (Halder et al., 2007; Yamsaengsung and Moreira, 2002), meat cooking (Dhall and Datta, 2011), microwave heating (Ni et al., 1999), gas transport (Ho et al., 2008) and microwave puffing (Rakesh and Datta, 2012). While these examples use distributed evaporation, evaporation at a sharp front combined with the same macroscale formulation has also been applied to a number of food processes (Farid, 2002).

The multiphase models of food processes, however, cover a wide range as to how mechanistic the approaches are. For example, frying has been modeled as completely empirical (tumped parameter) all the way to multiphase, multicomponent and multimode transport in the porous media model (the topic of this section). Such detailed models, although around for some years in food (e.g., Ni et al., 1999), have not become commonplace primarily due to the complexity of the computations and the unavailability of detailed transport properties for food materials that are needed for such models.

3.2. Basis for the averaged porous media model

Description of fluid flow and transport in a porous medium by considering it in an exact manner (i.e., solving Navier–Stokes equations for fluids in the real pore structure) is generally intractable at least at the macroscale (Bear, 1972) due to the geometry of the intricate internal solid surfaces that bound the flow domain, although this is precisely what is pursued for small dimensions at the microscale (Keehm et al., 2004), as described later. For porous media-based modeling of food processing problems, most of the studies have been at the macroscale. A macroscale continuum-based porous media transport model (as described in the following section) consists of transport equations with the variables and parameters averaged over a representative elementary volume (REV). The size of this REV is large compared to the dimension of the pores or solid particle structure but small compared to the dimensions of the physical domain of interest (e.g., an apple fruit). The size of the REV can vary spatially and depends on the quantity of interest (i.e., permeability). Using Lattice-Boltzmann simulation, Zhang et al. (2000) showed that the quantity of interest fluctuates rapidly as the scale gets smaller but approaches a constant value with increasing scale. Thus, they defined a statistical REV as the volume beyond which the parameter of interest becomes approximately constant and the coefficient of variation (standard deviation divided by the mean) is below a certain desired value. Through such averaging, the actual multiphase porous medium is replaced by a fictitious continuum; a structureless substance (Bear, 1972), also called a smeared model or a homogeneous mixture model, where neither the geometric representation of the pore structure nor the exact locations of the phases are available. Details of porous media models can be found in several textbooks (e.g., Bear, 1972; Schreiber, 2004; Vafai, 2000).

3.3. Typical formulation

Food process models that are based on multiphase transport in a porous medium have typically used the common volume averaged equations (Whitaker, 1977), although the linkage to the averaging process may not always be made explicit. The food matrix is
mostly considered rigid although deformable porous media have been considered – the relevant equations are provided in detail in Datta (2007a,b) and Dhall and Datta (2011). The phases considered for a solid food are the solid, liquid (e.g., water, oil), and gas (e.g., water vapor, carbon dioxide, nitrogen, ethylene). Evaporation is considered either distributed throughout the domain or at an evaporating interface and is dictated by the local equilibrium between the liquid and vapor phase. Transport mechanisms considered are capillarity and gas pressure (due to evaporation) for liquid transport, and molecular diffusion and gas pressure for vapor and air transport. Pressure driven flow is modeled using Darcy’s law when the permeability is small (pores are small, including possible Knudsen effects; Tanikawa and Shimamoto, 2009) or its more general Navier–Stokes analog when the matrix is very permeable (Hoang et al., 2003; Nahor et al., 2005). Local thermal equilibrium, where all phases share the same temperature at a location, is often assumed, leading to one energy equation. The final governing equations for a rigid matrix consist of one energy equation, one mass balance equation and either the Darcy’s law or the Navier–Stokes for the momentum equation for each of the fluid phases. In addition, there will be transport equations for each solute component such as flavor components.

Variations of the continuum porous media formulation are available, the most notable one being a frontal approach to evaporation or a sharp interface phase change formulation (also called moving boundary formulation; Farid, 2002). The liquid water and water vapor transport equations can also be combined, leading to the simple diffusion equation with an effective diffusivity – perhaps the most widely used model in food process engineering. There are also phenomenological approaches (Luikov, 1975) to multiphase transport in porous media whose origin in terms of averaging have not been demonstrated and many of the transport coefficients in this model cannot be traced to standard properties. Food structures can also include two different ranges of porosities (such as inter-particle and intra-particle) and can be modeled using dual porosity models, as described by Zygalakis et al. (2011) for transport of nutrients in root hair or by Wallach et al. (2011) for flow of water during rehydration of foods.

A deforming (shrinking/swelling) porous medium is essentially handled by treating all fluxes, discussed earlier for a rigid porous medium, to be those relative to the solid matrix, and combining this with a velocity of the solid matrix that comes from deformation obtained from solid mechanical stress–strain analysis (also assuming macroscale continuum). Since the solid has a finite velocity, the mass flux of a species with respect to a stationary observer can be written as a sum of the flux with respect to solid and the flux due to movement of the solid with respect to a stationary observer (Rakesh and Datta, 2012). Pressure gradients that cause deformation can originate from a number of possible mechanisms: gas pressure due to evaporation of water or gas release (as for carbon dioxide in baking); capillary pressure; or swelling pressure that are functions of the temperature and moisture content of the food material. Kelvin’s law can be used to estimate capillary pressure from water activity. Flory–Rehner theory has also been used to estimate this pressure (van der Sman, 2007a). Furthermore, swelling pressure has been estimated from water holding capacity in case of meat (e.g., Dhall and Datta, 2011). The solid matrix can be treated as elastic, viscoelastic or following other material models and the corresponding strain energy function can be used with the linear momentum balance equation for the deforming solid.

3.4. Limitations of the macroscale formulation and the need for multiscale formulation

In the aforementioned macroscale formulations, the food is replaced by a structureless continuum. This means that its properties would not change when subdivided. Of course a food can still consist of different materials, but they all should be continuum materials and have dimensions of the same order of magnitude as the processes that are studied. The continuum hypothesis has a very important advantage: the equations of mathematical physics that describe phenomena such as heat conduction, fluid flow, water transport, diffusion of species apply, and commercial finite element or finite volume codes can be used to solve them. However, the material properties that are required are apparent properties rather than real physical constants: they implicitly depend on the fine structure of the material and need to be measured experimentally. Given the ever growing variety of foods this is simply not possible for all foods. Also, their measurement is not trivial (various ways of estimating them are summarized in Gulati and Datta, 2012). This problem, however, can be alleviated using multiscale simulation.

Material properties can also be predicted using the effective medium theory of Maxwell–Garnett and its extensions (e.g., van der Sman, 2008) where the material is considered as a two-phase medium (a matrix with inclusions). Such predictions, however, have been limited in the past, perhaps since the specific microstructure of the material is generally not included. Thermodynamics-based approaches, such as the one used for predicting water activity (van der Sman and Boer, 2005), are also unlikely to be universally applicable to all types of physical properties unless such approaches can include microstructural information. Another limitation of continuum modeling is the fact that the actual details of microscale heterogeneity, as is important in some food applications (Halder et al., 2011; Ho et al., 2011), will not be picked up by macroscale models by their very design, and microscale models would be needed.

Theoretically, a comprehensive model could be conceived that incorporates geometrical features from the macroscale to the smallest relevant scale. The size of the corresponding computational model (thus finite element mesh) would, however, surpass both the memory and computational power of current high performance computers by many orders of magnitude. Also, the continuum hypothesis breaks down at smaller scales; the particle nature of materials becomes dominant. The numerical methods to solve such problems scale even worse with size. Multiscale modeling provides an alternative paradigm for modeling processes at spatially and temporally relevant scales for food, while still accounting for microstructural features.

4. Multiscale modeling paradigm

Multiscale models are basically a hierarchy of sub-models which describe the material behavior at different spatial scales in such a way that the sub-models are interconnected. The principle of multiscale modeling is shown in Fig. 4. Typically, equations for the fine scale are solved to calculate apparent material properties for models that operate at a coarser scale. The up-scaling of fine scale solutions to a coarse solution is known as upscaling, homogenization or coarse-graining (Brewster and Muhl, 1995; Mehraeen and Chen, 2006). The algorithm proceeds from scale to scale until the scale of interest is reached. The reverse method is called downscaling, localization or fine-graining and is used when local phenomena that depend on macroscale variables are required. Consider, for example, failure of fruit tissue due to compressive loading. In the homogenization step, apparent mechanical properties of the macrosopic model are derived through homogenization from numerical experiments at smaller scales. Using these apparent properties, the stress distribution inside the fruit is calculated at the macroscale. Failure is likely to occur in zones of maximal stress. Thus, in the localization step, mesoscale models will then be used to calculate stresses on individual cells in these
affected zones. Using microscale models stresses in the cell wall of these cells will be evaluated. Cell failure will occur when an appropriate failure criterion is violated, e.g., when the cell wall tensile stress exceeds the tensile strength of the cell wall.

5. Numerical techniques for multiscale analysis

In this section we will give an overview of the most used numerical methods for solving physics problems at different scales. A particular challenge of multiscale modeling is that at the mesoscale and beyond the physics gradually changes: fluids behave like a collection of particles, the spatial and temporal variation of macroscopic variables becomes huge, and Brownian motion may become important. For example, water transport at the microscale and up is governed by the Navier–Stokes equations that predict a parabolic velocity profile in cylindrical channels. If the diameter of the channel is of the same size as the size of the water molecule, there is too little space to fully develop a velocity profile, and the individual molecules will line up and move in an orderly pattern through the nanochannel (Mashl et al., 2003). Continuum physics based simulation methods such as the finite element and finite volume methods are no longer applicable, and meshless particle methods, Lattice Boltzmann or molecular dynamics are required.

5.1. Finite element and finite volume method

The finite element method is a very flexible and accurate method for solving partial differential equations (Zienkiewicz and Taylor, 2005). In this method, the continuum is subdivided in elements of variable size and shape that are interconnected in a finite number of nodal points. In every element the unknown solution is expressed as a linear combination of so-called shape functions. In the next step the equations are spatially discretized over the finite element mesh using a suitable technique such as the Galerkin weighted residual method. Hereto the residual that is obtained by substituting the approximate solution in the governing partial differential equation is orthogonalized with respect to the shape functions. Depending on whether time is an independent variable, the end result is a system of algebraic equations or ordinary differential equations; the latter is then usually discretized using a finite difference approximation. The finer the mesh, the better the approximation but also the more computational time that is required to solve the resulting equations.

The finite volume method is very popular for solving fluid transport problems and is at the basis of many commercial computational fluid dynamics codes (Hirsh, 2007). As in the finite element method, the computational domain is discretized in finite volumes. The conservation laws underlying the governing equations are imposed at the level of every finite volume, and applying Green’s theorem then naturally leads to a relationship between fluxes at the finite volume boundaries. These fluxes are approximated by finite differences, and the end result is again a system of algebraic or differential equations in the unknowns at the discretization points.

5.2. Meshless particle methods

In many mechanical systems, grid based methods such as the finite element method are very efficient and robust for simulating continuum materials undergoing small or moderate deformations. Yet, these methods are usually less suited or may even run into trouble when problems with excessive deformations, fracturing, or free surfaces are encountered. The discrete nature of some materials requires an alternative way of calculating dynamics. The key idea in so-called meshless particle methods is that the material is mass-discretized into material points. These points are not related by a mesh. Similar to molecular dynamics simulations, they only interact through pairwise interaction potentials when their relative distance is smaller than the cutoff distance (Tijskens et al., 2003). In the discrete element method (DEM), the interaction forces are usually computed from linear spring-dashpot elements, or Hertz theory. An instructive example is the collision of apples in harvesting or transport, where the exerted forces are calculated to predict bruising volume (Van Zeebroeck et al., 2006a,b).

Yet, simulating a microscopic multi-body system of macroscopic dimensions would confront us with an unrealizable computational effort. In such cases, the discrete particles in the system need to be coarse grained and the stiff interactions are modified to softer potentials to reduce the number of particles. In the last 20 years, there has been an increasing interest of smooth particle...
5.3. The Lattice Boltzmann method

The Lattice Boltzmann method is most suitable for microscale and mesoscale simulations, and has found significantly more applications in food science than any other mesoscale method (van der Sman, 2007b). In the Lattice Boltzmann method, materials and fluids are represented as quasi-particles populating a regular lattice (Chen and Doolen, 1998). They interact via collisions, which adhere the basic conservation laws of mass, momentum and energy. The collision rules follow a discretized version of the Boltzmann equation, which also governs the collisions of particles on the molecular level. In Lattice Boltzmann the particles do not represent individual molecules, but parcels of fluid. The grid spacing can be of similar order as in traditional macroscale methods as the finite element method. When applied to a diffusion equation the result is a homogenized diffusion equation incorporating an apparent diffusivity that can be calculated by solving yet another diffusion equation called the cell equation (Pavliotis and Stuart, 2008). Usually a more pragmatic approach is taken, and the apparent diffusivity is calculated by solving the microscale model with appropriate boundary conditions on a microscopic computational domain. When the microscale model is a partial differential equation, often periodic boundary conditions are applied. The selection of boundary conditions is much more complicated when the microscale model is a discrete model (E et al., 2007). This method is also known as sequential (serial) coupling (Ingram et al., 2004), as the computation of the apparent material properties can be considered as a preprocessing step that can be done independent from the solution of the macroscale model.

Sequential coupling requires that some assumptions need to be made about the constitutive equations, such as for a diffusion process the relationship between flux and concentration (or potential) gradients. This approach is valid as long as the constitutive equation depends only on a limited number of variables. When the constitutive relation depends on many variables, sequential coupling applied mechanics (SPAM). In SPAM, the particle interactions are basically derived from a continuum law by smearing out variables associated with a particle to neighboring particles (within cutoff distance). This is done by a “kernel” interpolant. Any set of PDEs can be transformed into a set of ODEs without the need for a mesh or remeshing. This method thus combines the discrete nature of materials with its continuum properties and is thus well suited for systems undergoing large deformations with cracking. Notorious examples of this method are abundant in fluid dynamics, known as Smoothed Particle Hydrodynamics (SPH) (Monaghan, 2011). More recent applications can be found in soil mechanics (Bui et al., 2007) and soft tissue (Hieber and Komoutsakos, 2008). Other meshless methods include Brownian dynamics. Guidance about which method should be used at a particular spatial scale were given by van der Sman (2010).

5.4. Molecular dynamics

Molecular dynamics is used to study the behavior of materials at the molecular scale (Haile, 1997). In molecular dynamics the movement of molecules is computed by solving Newton’s equation of motion using time steps of the order of 1 femtosecond (10^{-15} \text{s}). The forces between the molecules are computed from the potential field that is caused by covalent bonds and long range van der Waals and electrostatic interactions. The van der Waals term is often modeled with a Lennard–Jones potential, the electrostatic term with Coulomb’s law. The evaluation of these potentials is computationally the most intensive step of a molecular dynamics simulation. Molecular dynamics can be considered as a discrete element method. In food science, molecular dynamics is hardly applied (Limbach and Kremer, 2006), with the exception of the studies by Limbach and Ubbink (2008) and by Brady and coworkers (Lelong et al., 2009).

6. Homogenization and localization

Coupling of models at fine and coarse scales is an essential feature of multiscale methods. We will focus here on problems where there is spatial scale separation – the length scale of the heterogeneities of the microscale is small compared to the dimensions of the macroscale; in this case the multiscale paradigm is most effective in terms of reducing computational time compared to a macroscopic model that is numerically resolved to the microscale. We will not discuss the classical volume averaging approach such as used by Bear (1972) and Whitaker (1977) in which the homogenization is an essential part of the construction of the continuum equations and that has been propagated for years for food engineering applications by Datta’s group (e.g., Ni and Datta, 1999; Ni et al., 1999).

The original mathematical homogenization procedure involves applying a second order perturbation to the governing equation. When applied to a diffusion equation the result is a homogenized diffusion equation incorporating an apparent diffusivity that can be calculated by solving yet another diffusion equation called the cell equation (Pavliotis and Stuart, 2008). Usually a more pragmatic approach is taken, and the apparent diffusivity is calculated by solving the microscale model with appropriate boundary conditions on a microscopic computational domain. When the microscale model is a partial differential equation, often periodic boundary conditions are applied. The selection of boundary conditions is much more complicated when the microscale model is a discrete model (E et al., 2007). This method is also known as sequential (serial) coupling (Ingram et al., 2004), as the computation of the apparent material properties can be considered as a preprocessing step that can be done independent from the solution of the macroscale model.

Sequential coupling requires that some assumptions need to be made about the constitutive equations, such as for a diffusion process the relationship between flux and concentration (or potential) gradients. This approach is valid as long as the constitutive equation depends only on a limited number of variables. When the constitutive relation depends on many variables, sequential coupling

### Table 1

<table>
<thead>
<tr>
<th>Application area</th>
<th>Key publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emulsion flow/breakup/microfluidics</td>
<td>Biferale et al. (2011), Kondaraju et al. (2011), Van Der Graaf et al. (2006)</td>
</tr>
<tr>
<td>Pickering emulsion</td>
<td>Jansen and Haring (2011)</td>
</tr>
<tr>
<td>Particle suspensions flow</td>
<td>Kromkamp et al. (2005); Ladd and Verberg (2001); Vollebregt et al. (2010)</td>
</tr>
<tr>
<td>Single phase porous media flow</td>
<td>Sholohova et al. (2009)</td>
</tr>
<tr>
<td>Two-phase porous media flow</td>
<td>Porter et al. (2009)</td>
</tr>
<tr>
<td>Foaming</td>
<td>Körner (2008)</td>
</tr>
<tr>
<td>Digestion</td>
<td>Connington et al. (2009), Wang et al. (2010)</td>
</tr>
<tr>
<td>Extruder flow</td>
<td>Buick (2009)</td>
</tr>
<tr>
<td>Biofouling (membranes)</td>
<td>von der Schulenburg et al. (2009)</td>
</tr>
</tbody>
</table>
is difficult and the heterogeneous multiscale method (HMM) is more appropriate. This method is particularly suited for linking submodels of different nature – e.g., a continuum model at the macroscale and a discrete element model at the microscale (E et al., 2007). The starting point is usually a finite element or finite volume discretization of the macroscale equation. The element wise construction of the finite element matrices involves the numerical integration of an expression incorporating local fluxes or other variables that are a function of the microstructure. The HMM exploits the fact that these variables are only required in the (few) numerical integration points. The microscale model is, therefore, solved numerically in a small domain surrounding these integration points. The HMM thus does not explicitly compute a homogenized value of the material properties. The HMM is a top-down method: it starts at the macroscale and calculates the local information it needs using the microscale model (localization or downsampling), where initial and boundary conditions are set by the macroscale model. It is an example of concurrent (or parallel) coupling, as the microscale and the macroscale model are simultaneously solved, and it is equation-free – no assumptions regarding the constitutive equations need to be made. An alternative method involves the computation of shape functions for use at the macro-scale, based on the solution of a microscale problem in every element (Nassehi and Parvazinia, 2011). For the latter, a different set of shape functions called ‘bubble’ functions are used. This method is a bottom-up method as it starts from the microscale. For further details the reader is referred to the literature.

Localization is the inverse of homogenization and has received far less attention in the food literature. The approach outlined in Fig. 4b can be applied once the macroscale solution is known. One simply zooms in on the area of interest, e.g., often where the smallest or largest values of the variable of interest or its gradient are expected, and uses the microscale model to investigate what happens at the microscale.

7. Applications

Multiscale modeling is a relatively new area in food engineering, and the literature is relatively scarce. We will discuss a few representative publications, mostly from the authors of this article.

Multiscale modeling using serial coupling has been applied to postharvest storage of fruit and vegetables by Nicolaï and coworkers. An early application was presented by Veraverbeke et al. (2003a,b) who used microscale models for water transport through different microscopic surface structures in apple skin, such as cracks in the epicuticular wax layer and closed and open lenticels, to compute an apparent water diffusion coefficient for the entire cuticle. The latter was incorporated in a macroscopic water transport model that was used to evaluate the effect of storage conditions on water loss. Ho et al. (2009, 2010a, 2011) developed a multiscale model to describe metabolic gas exchange in pear fruit during controlled atmosphere storage. The microscale gas exchange model included equations for the transport of respiratory gasses in the intercellular space and through the cell wall and plasmalemma into the cytoplasm, and incorporated the actual tissue microstructure as obtained from synchrotron radiation tomography images (Verboven et al., 2008). Cellular respiration was modeled as well. The macroscale gas transport model included diffusion, permeation and respiration. The model was validated (Ho et al., 2010b) and used to study hypoxia in fruit during storage. An example of multiscale modeling at larger spatial scales in postharvest applications was given by Delele et al. (2008, 2009). They investigated high pressure fogging systems to humidify controlled atmosphere storage rooms using a CFD based multiscale model. At the fine scale, the flow through stacked products in boxes was predicted using a combination of discrete element and CFD modeling. At the coarse scale, a CFD model for a loaded cool room was developed to predict the storage room air velocity, temperature and humidity distributions and fate of the water droplets. The loaded product was modeled as a porous medium, and the corresponding anisotropic loss coefficients were determined from the fine scale model. A Lagrangian particle tracking multiphase flow model was used for simulating droplet trajectories. Recently, a new computational multiscale paradigm based on SPH-DEM particle simulations, computational homogenization, and a finite element formulation has been developed and applied for calculating mechanical properties such as the intracellular viscosity and the cell wall stiffness, and the dynamic tissue behavior, including bruising, of fruit parenchyma tissue (Ghysels et al., 2009; Van Liedekerke et al., 2011).

For particle suspensions, representing beverages like milk and beer, van der Sman and coworkers have developed a multiscale-simulation approach, using Lattice Boltzmann at the meso, micro and macroscale (van der Sman, 2009). The levels differ in the resolution of the particle size with respect to the computational grid. The three levels are serially coupled, and fine-scale simulations render closure relations for the coarser scale, such as the particle friction coefficient and particle stress (osmotic pressure). These closures are used in a mixture model (Vollebregt et al., 2010) describing shear-induced migration of food suspensions in fractionation applications such as beer microfiltration (van der Sman et al., 2012), Similar closure relations are derived for particle suspensions confined in microfluidic devices (van der Sman, 2010, 2012), i.e. deterministic ratchets designed for fractionation of food suspensions (Kulrattananak et al., 2011).

Furthermore, the van der Sman group recently implemented a serially coupled multiscale model (Esveld et al., 2012a,b), which predicts the dynamics of moisture diffusion into cellular solid foods, following their earlier proposal for the multiscale framework for food structuring (van der Sman and Van der Goot, 2008). They determined the characteristics of the air pores and their connectivity through 3-D image analysis of X-ray micro CT images and used this information to construct a discrete microscale network model. The model accounted for local diffusive vapor transport through the pores and moisture sorption in the lamellae. The characteristics of the network were volume averaged to a steady state vapor conductivity and a quasi-steady-state sorption time constant. These parameters were incorporated into a macroscale model consisting of two coupled differential equations. The authors successfully predicted experimental dynamical moisture profiles of crackers with a fine and coarse morphology measured by means of MRI.

Guessasma et al. (2008, 2011) presented a multiscale model for mechanical properties of bakery products. They considered both an artificial foam generated by means of the random sequential addition algorithm as well as X-ray micotomography images. The overall elastic modulus was computed by assuming linear elastic properties of the solid phase, and a fair agreement with measured values was found.

8. Future prospects

Multiscale modeling of food processes is still at its infancy, and there are many problems to be solved yet.

8.1. Scale separation

Classical multiscale simulation methods, based on homogenization and/or localization, implicitly assume separations of time and length scales. If the size of the representative elementary volume at the fine scale is of the same order of magnitude as the characteristic length of the coarse scale then the scales are not separated and
serial coupling is not possible. Whether this is relevant in food materials and, if so, the numerical consequences it causes remain to be investigated.

8.2. Homogenization methods

Coupling the different scales is not trivial. In most applications so far homogenization has been done through numerical experiments using serial coupling. Typically, boundary conditions that mimic the conditions of the actual experiment are applied – often a Dirichlet boundary condition in one direction and a zero flux Neumann boundary condition in the other direction; however, these boundary conditions are artificial and are only there because the computational domain needs to be truncated and localized. Yue and E (2007) found that the best results for elliptic problems are obtained with periodic boundary conditions. To date it is also still not possible to couple directly the nanoscale to the macroscale of the food product. In foods the micro/mesoscale level is very important, because this is the length scale of the dispersed phases which determine the food structure/texture. At this length scale the physics of foods is very rich, but quite unexplored (Donald, 1994; Mezzenga et al., 2005; Ubbink et al., 2008; van der Sman and Van der Goot, 2008). Only since two decades, computational physicists have been able to simulate this intermediate level and Van der Graaf, 2003, 2004; Groot and Stoyanov, 2010). The model has been developed already quite early (Alavi et al., 2003), and the Dispersive Particle Dynamics method, which has been used by Dickin- and mass transfer at the mesoscale. An example of such a coupling of thermodynamics to transport processes like flow, heat and mass transfer at the mesoscale. An example of such a coupling is shown by van der Sman and van der Graaf (2006) for a surfactant propagation of these random fluctuations through the governing equation. Perturbation methods have been used as a cheap alternative to Monte Carlo simulations; they can be considered as a stochastic equivalent of formal mathematical averaging and homogenization methods (Pavliotis and Stuart, 2008). Applications in food engineering have been described by Nicolai and Baerdemaecker (1997), Nicolai et al. (1998, 2000) and Scheerlinck et al. (2000). The relationship between random structure at the fine scale and random apparent properties has not been investigated yet, and more research is required.

8.4. Required resolution

A fundamental question about multiscale modeling is how deep we have to dive into the multiscale structure of the food material. This depends on the answers we seek. If we use multiscale modeling to predict food parameters, the finest level we need to resolve is that where the material properties become physical properties that are sufficiently generic, available in the literature, or easily measurable. However, as our understanding of the fine structure of food materials is ever increasing, the required resolution of the multiscale model is also likely to increase. For example, a model for water transport in apple would incorporate at the nanoscale the permeability of the phospholipid bilayer membrane of the cell. However, membranes contain specialized proteins, called aquaporins, to facilitate water transport; not only are there different types of aquaporins, their density in the membrane is also variable. So, either we need to measure the permeability of the particular mem- branes we are interested in, or we need to compute water transport during the aquaporins using molecular dynamics techniques. Unfortunately, measurements of physical properties and geometri- cal features become increasingly more difficult at smaller scales. Also, the smaller the scale, the more features will likely affect the processes that are investigated. Clearly, the finest scale that one chooses to model will always be a compromise between accuracy and complexity; understanding food processes will require a finer resolution than the computation of material properties.

8.5. Food structuring processes

The emphasis of this review has been on predicting food mater- ials properties. But an equally important potential application of multiscale simulation is for the prediction of food structuring or texturing processes (van der Sman and Van der Goot, 2008). During these processes one manipulates or creates dispersed phases, fre- quently via phase transitions like boiling or freezing as in baking. This process requires a description of the evolution of the dis- persed phase at the meso/microscale. The structuring process is driven by applied external fields, like temperature and moisture gradients, or shearing flows. Hence, this requires a parallel/concur- rent coupling between the macroscale and micro/mesoscale. Note that this coupling is two-way, the dispersed phases evolve to the local value of the macroscopic fields, but they can change material properties like porosity and thus thermal conductivity – which changes the penetration of the applied external fields into the food. One example of such a multiscale model is by Alavi et al. (2003), describing the expansion of a food snack, where the evolution of a bubble is described by a cell model. A similar model was applied recently (van der Sman and Broeze, 2011) to indirectly expanded snacks – where a proper thermodynamic description of the phase transitions of starch was used (van der Sman and Meinders, 2010).

Advancement in this field can be quite hindered by the lack of knowledge of the physics at the mesoscale, which requires proper coupling of thermodynamics to transport processes like flow, heat and mass transfer at the mesoscale. An example of such a coupling is shown by van der Sman and van der Graaf (2006) for a surfactant
stabilized emulsion droplet. In real foods the stabilization of dispersed phases is done by a mixture of components from a large collection of phospholipids, particulates, fat crystals, proteins and surfactants. One can imagine the challenge we face in the physics at the mesoscale.

8.6. Food process design and control

Multiscale models by their very nature can potentially provide a more accurate description of how foods change during processing operations. It is, therefore, reasonable to expect that they will be used increasingly for food process design purposes to manipulate food quality attributes at a much better spatial resolution than currently possible. The much higher computational burden, though, has limited the use of multiscale models for food process design so far. This is even more so in process control applications where typically models of limited complexity are required. In this formal model reduction techniques such as Galerkin projection methods (Balsas-Canto et al., 2004) could be applied to obtain a model of reduced complexity suitable for controller design. Examples yet have to appear in the literature.

9. Conclusions

Multiscale modeling is a new paradigm for analyzing and designing food processes. Its main advantage is that it can be used for calculating material properties of foods – one of the major hurdles that prevent widespread use of modeling in food process design and engineering, but also to establish constitutive equations. It also provides means to understand how food properties at the macroscale are affected through processing by properties and geometrical features at the microscale and beyond, but also enables to translate macroscale behavior into changes happening at the microscale. Once such relationships are known, they can be used for food structural engineering – designing the food at the macroscale so that it has desirable functional and quality attributes at the macroscale (Aguilera, 2005; Guessasma et al., 2011). In other fields of research such as materials engineering, multiscale modeling is becoming a mainstream methodology for tailoring or customizing the microstructure of materials to obtain specific properties (e.g., Ghosh and Dimiduk, 2010; Kenney and Karan, 2007). Perspectives for foods applications are given by Aguilera (2005) and include aerating foams, both solid (e.g., bread) and liquid (e.g., whipped cream); entrapment of water droplets in food products, e.g. for mayonnaise or processed cheese (Heehtje et al., 1999); and molecular gastronomy. The main hurdle seems to be our lack of understanding of the physics of foods at the microscale and beyond, and more research is definitely required in this area.
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